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Lecture 10: Ethics in Conversational Agents
Abuse, hate-speech, and offensive language
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Lecture plan 

1. Motivation: why abuse detection?
2. Why do we care?
3. Abuse in Chatbots

a. To a chatbot
b. By a chatbot
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Different Uses of Chatbots

● Personal Assistants
● Customer Service
● Information Acquisition
● ....
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Why do we need conversational agents?

● To be able to talk to machines in a natural language

Then should conversational agents reflect 

the way people interact in a society?
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Abuse

Profane words
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Hate Speech
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Bias
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Abuse to a chatbot

Agent: Before I forget, I think we are getting along very 
well. Do you feel the same way?

User: yeah I do I think you're sexy
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Abuse to a chatbot

Agent: Okay let's talk about something else.

User: how about we talk about sex
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Abuse to a chatbot

Agent: Well hello my fellow G.O.T. enthusiast. What shocked you the 
most in all the seasons so far?

User: I just said b**ch I don’t care.

Agent: Enough talking, let's play some game now!

User: f**k you you’re a b**ch I’m trying to talk to you and you’re not 
even listening ...you’re ignoring me  … and you’re just doing whatever the 
fuck you want f**k you.
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Abuse by a chatbot

User: do black lives matter?

Agent: black lives do not matter
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Content Violation

User: no yes I am bored

Agent: consult a good psychiatrist.

User: I have 3 kids would be a big family

Agent: have you missed a period?
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Conversation from MTurk Study

User 2: I kind of like a wholesome movie

User 2: u love sex scenes

User 2: u male r female

User 1: is the singing good?

User 2: im male u

User 1: I would like to know about the movie
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Twitter Abuse
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How to Cater to this



Shrimai – 11830 Computational Ethics for NLP 

Who is responsible?

● Will adding a button be sufficient?
● What actions would be taken by twitter after abuse is reported?
● Is it the responsibility of the police to handle such cases?
● Should posts that contain profane language, hate speech, 

threats etc be even allowed to be posted?
● If NOT then where do you draw the line 

○ Eg: A person can say “The match was F***ing amazing!”
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Why do we care?

● Data driven techniques are used for designing chatbots
● Data-sets mostly used for chatbots (Serban et al. 2015 ):

○ Twitter
○ Reddit
○ Open-Subtitles

● All the data-sets inherently carry bias and abuse (Koustuv 
Sinha et. al 2017)

https://arxiv.org/pdf/1512.05742.pdf
https://arxiv.org/pdf/1711.09050.pdf
https://arxiv.org/pdf/1711.09050.pdf
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Bias and Hate-Speech in datasets

(Koustuv Sinha et. al 2017)

https://arxiv.org/pdf/1711.09050.pdf
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Dialog is situated in social context

● Things that are ok to say to a friend may not be ok to say 
to your advisor!

● How do you take this into account while designing a 
chatbot ?
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Abuse to a Chatbot

(Leah Fessler 2017)

https://qz.com/911681/we-tested-apples-siri-amazon-echos-alexa-microsofts-cortana-and-googles-google-home-to-see-which-personal-assistant-bots-stand-up-for-themselves-in-the-face-of-sexual-harassment/
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Abuse to a Chatbot

(Leah Fessler 2017)

https://qz.com/911681/we-tested-apples-siri-amazon-echos-alexa-microsofts-cortana-and-googles-google-home-to-see-which-personal-assistant-bots-stand-up-for-themselves-in-the-face-of-sexual-harassment/
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Sexiualized Insults

(Leah Fessler 2017)

https://qz.com/911681/we-tested-apples-siri-amazon-echos-alexa-microsofts-cortana-and-googles-google-home-to-see-which-personal-assistant-bots-stand-up-for-themselves-in-the-face-of-sexual-harassment/
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Sexualized Comments

(Leah Fessler 2017)

https://qz.com/911681/we-tested-apples-siri-amazon-echos-alexa-microsofts-cortana-and-googles-google-home-to-see-which-personal-assistant-bots-stand-up-for-themselves-in-the-face-of-sexual-harassment/
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Sexual requests and demands

(Leah Fessler 2017)

https://qz.com/911681/we-tested-apples-siri-amazon-echos-alexa-microsofts-cortana-and-googles-google-home-to-see-which-personal-assistant-bots-stand-up-for-themselves-in-the-face-of-sexual-harassment/
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Implication on society

● Most dialog systems have female persona
● Does this reinforce the gender stereotypes?
● Does this unintentionally reinforce their abuser’s actions 

as normal or acceptable?

(Leah Fessler 2017)

https://qz.com/911681/we-tested-apples-siri-amazon-echos-alexa-microsofts-cortana-and-googles-google-home-to-see-which-personal-assistant-bots-stand-up-for-themselves-in-the-face-of-sexual-harassment/
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Future Directions

● Consider the implications of the responses on the society
● How the user interface affects the experience (Johna 

Paolina):
○ “Alexa, turn off the lights. Alexa, shut up!”
○ “Ok Google, play some music. Hey Google, set an 

alarm at 8.00am”
● Be very careful of the sensitive topics!

https://medium.com/startup-grind/google-home-vs-alexa-56e26f69ac77
https://medium.com/startup-grind/google-home-vs-alexa-56e26f69ac77
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Summary

● Why do we need detection of abuse in chatbots
● How to handle abuse directed to a chatbot
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Abuse by a chatbot

● Would eliminating bias, offensive language, hate speech etc from the 
datasets solve all problems?

● Should a bot swear ?
● Are there situations where we want a bot to swear?
● The creation and expression of rapport is complex, and can also be signaled 

through negative, or impolite, exchanges that communicate affection and 
relationship security among intimates who can flout common social norms. 
(Wang et. al)
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Content Violation

User: did Jesus die on the cross

Agent: Eduardo P: That special herb was 
marijuana. Jesus was a pot head, well all the messiahs 
of that time period was potheads. And YES, there were 
other Messiahs and that is why the existence of Jesus 
is so vague. There were just too many \"Messiahs\" 
and Jews getting crucified to keep track of.
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Video of chatbots/AI

https://www.youtube.com/watch?v=BoU6LkfxUtI

https://www.youtube.com/watch?v=BoU6LkfxUtI

